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ABSTRACT
We present a tool for mobile browsing and annotation tai-
lored for endoscopic videos. Professional users can utilize
this tablet app for patients debriefings or educational pur-
poses. It supports text input, free-hand and shape drawing
as well as angle measurements, e.g. for comparing instru-
ment orientation. It is possible to annotate single frames
as well as user-defined video sections. Moreover, it provides
easy and efficient navigation via a zoom-able navigation bar
that is based on frame stripes. Frame stripes are created by
extracting a single, one pixel wide vertical stripe from every
keyframe. The stripes are then arranged next to each other
to form a uniform bar. This gives users great overview of
the content of a given video. Furthermore, the app supports
creation of custom reports based on the entered annotations
that can be directly mailed or printed for further usage.

CCS Concepts
•Information systems → Video search; Retrieval on
mobile devices; •Human-centered computing → Mo-
bile computing; Mobile devices;
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1. INTRODUCTION & RELATED WORK
Mobile devices like tablets are an integral part of the day

to day work routine in the health care system. Doctors and
other medical staff are using them to easily plan, review and
communicate medical data between each other, the manage-
ment as well as with the patients. For example, in case of
endoscopic videos doctors are in need of an easy-to-use, mo-
bile application that can be used in surgery debriefings and
for educational purposes.

Intuitive and effective inspection of endoscopic videos is
challenging, as traditional mobile video players are not op-
timized for this specific task. They can not support users in
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navigating such videos fast and effortless. Moreover, if sur-
geons would like to quickly annotate certain areas in a video,
e.g. to highlight specific elements for patients or when train-
ing other surgeons, they may even have to copy the frame
and switch to a different application.

Figure 1: Screenshot of the interface.

In this paper we present an interface tailored for the spe-
cial needs of surgeons and endoscopists. Users are able to
annotate single frames as well as user-defined segments in
a given endoscopic recording. They have options to add
textual descriptions, shapes, free-hand drawings and angle
measurements. Moreover, it provides capabilities to gener-
ate reports based on all or only selected annotations that can
be shared via e-mail or directly printed. To make navigation
easier the tablet app provides an enhanced navigation bar
that utilizes frame stripe visualization [15, 12] to let users
directly identify interesting sections of the video. The navi-
gation bar is also zoom-able to give users better control on
the level of detail that is displayed.

Although mobile video browsing tailored for endoscopic
purposes is in its early stages there are of course other com-
parable approaches for mobile video browsing in case of
other, more general content. With ProPane Ganhör [3]
shows a mobile video navigation tool for fast and very pre-
cise browsing. Huber et al. [4] show Wipe’n’Watch, an
interface for browsing interrelated video collections. It is
similar to the approach of De Rooij et al. [2] for desktop
computers. With HiStory, Hürst and Darzentas [8] show
a tablet video browser that uses a hierarchical storyboard.
Moreover, Hürst et al. also show various approaches for
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timeline-based or one-handed interaction on mobile devices
[9, 10]. Hudelist et al. [5] present a browser that uses a
metaphor of a 3D filmstrip for browsing videos on a tablet
device. Also, they show a thumb-optimized interface [6] and
a combination of multiple navigation bars of keyframes with
different granularity levels based on sub-shot segmentation
[7]. In addition, Schoeffmann et al. present browsing via
a scrubbing wheel [13] and by using wipe gestures for con-
trolling playback speed [14]. Furthermore, Karrer et al. [11]
propose using direct manipulation of objects in a scene for
navigation instead of traditional seeker bars.

2. INTERFACE
For navigation in a video users can either use the tradi-

tional play/pause, fast forward and fast rewind buttons on
the right hand side or interact with the frame stripe navi-
gation bar at the lower part of the interface by simple tap
gestures. The navigation bar shows on one hand a visual-
ization of the current videos’ content as well as annotation
markings below the frame stripes. The content is visualized
by uniformly sampling frames from the video and extracting
a single, one pixel wide stripe from the center of the image.
This frame stripe visualization is inspired by the works of
Schoeffmann et al. [15] - also known as MO-images as shown
by Mueller-Seelich and Tan [12]. Of all keyframes an one
pixel wide vertical strip is extracted. The extracted stripes
are arranged consecutively in a vertical manner. This visu-
alization enables users to quickly identify content changes in
the video, e.g., the beginning of a new phase of a surgery. It
is also very easy to identify scenes with a unique color pat-
tern, e.g., out-of-patient scenes where the camera records
shots from the operation room. In contrast to typical scenes
with a color palette ranging from orange to red, such scenes
typically generate green or gray patterns, as can be seen Fig.
2.

Figure 2: Zoomed screenshot of a portion of the
navigation bar.

As the stripe can become quite dense when used with
longer videos it is also possible to use pinch gestures to
zoom in and out. In such a case the stripe becomes Be-
low the stripe, ruler-like markings give an indication about
time. Furthermore, below the time marks an area is reserved
for visualizing single as well as range annotations. When se-
lected via a single tap the player re-positions accordingly
and loads drawings, measurements and text annotations.

New annotations can be added by first navigating to the
appropriate position and then either using dedicated buttons
to annotate the frame or a range at the lower part of the
interface. A frame or a range can be annotated textually
as well as with drawings and measurements. For instance,
users can add shapes like circles and rectangles, freehand
drawings but also measurements of angles. Such drawings
are displayed directly in the player window as an overlay,

while textual annotations are displayed at the bottom of
the player window in a semi-transparent box (see Fig. 1).

It is also possible to measure time between two events in
the video. For this, users have to activate the appropriate
button and adjust a displayed range marking on the naviga-
tion stripe accordingly.

Moreover, the app supports exporting frame and range
annotations for generating a report with screenshots. The
report can be directly printed by using an AirPrint-ready1

printer. To add an annotation to the report users need to
select the appropriate annotation in the navigation bar and
select the export button at the bottom of the interface. It is
also possible to add any current frame of the player window
by using the same method. A preview of the report and
options for printing are accessible via a dedicated export
button on the right hand side of the interface.

Figure 3: Grid visualization of all added annotations
by their respective keyframes.

To quickly access annotations it is further possible to
change the interface to a grid visualization of all already
added annotations (see Fig. 3). For this, another dedicated
button is available on the right side of the screen.

3. CONCLUSIONS
In this paper a tablet tool for browsing and annotation of

endoscopic videos has been presented. It supports surgeons
and other medical staff to easily debrief patients after pro-
cedures as well as it can be used for educational purposes.
Textual annotations are supported as well as free-hand and
shape drawings. Moreover, users are able to quickly navi-
gate in the video by using a zoom-able navigation bar that
utilizes frame stripe visualization. It is able to provide visual
access to a videos’ content in a very compact way.
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1Apple AirPrint [1] is a technology that enables iOS devices
to directly send data to supported printers via WiFi connec-
tions.
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